[CS1961: Lecture 16] Cauchy Interlacing Theorem,
Huang’s Proof of Sensitivity Conjecture

1 Cauchy Interlacing Theorem

Theorem 1 (Cauchy Interlacing Theorem). Let A € R™" be a symmetric
matrix with eigenvalues Ay > A > --- > A,. Let B € R"™ ™ be a principal
submatrix! of A with eigenvalues j1y > iz > +++ > [y, Then forallk € m,

A 2 P 2 Arn—m.

Proof. 1t is sufficient to prove the case when m = n — 1. W.lo.g, assume B is
generated by deleting the first row and first column in A. By the Courant-
Ficher theorem, we have

A= max min R4(x) and = max min Rp(y).
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Foranyy € R" L lety’ = [ l Theny’ € R" andy’ satisfies that
y
(v, By) = (y’, Ay’) and (y,y) = (y".y’). Therefore,
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r = max min Ry .

H Ucr?-1 yeU\{0} (Y)
dim(U)=k

This indicates that p < Ag.

For the proof of gy > Agrn—m, consider —A and —B. Then the spectrum of
-Ais —A, > A, = -+ > —A; and the spectrum of —Bis —p,—1 > —pp—2 >
-+ > —y. With the same argument, we can verify that —p < —Akyq.

[m}

Let n*(A) be the number of positive eigenvalues of A and n™ (A) be the
number of negative eigenvalues. Let a(G) be the independent number of
G. We can derive an upper bound of a(G) using the Cauchy interlacing

theorem.
Theorem 2 (Cvetkovic Theorem). a(G) < min{n—n*(A),n—n"(A)}.

Proof. Let S C V be an independent set with size «(G). Let B be the prin-
cipal submatrix of A indexed by S. Then B must be a zero matrix with each
eigenvalue y = 0 for k € [a(G)].
For k € [a(G)], by the Cauchy interlacing theorem, Ax > i > Aksn—q(c)-
Therefore we have
M=l 2 Ay 20.

This indicates n™(A) < n — a(G). Apply the same argument on —A and —B,
we can similarly yield that n*(A) < n — a(G).

! A principal submatrix is a square subma-
trix obtained by removing certain rows and
columns. The indices of removed rows are
the same with removed columns.
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Let y(G) be the chromatic number of G. We can also derive an upper
bound for y(G) using Cauchy interlacing theorem.

Theorem 3 (Wilf Theorem). y(G) < |p] + 1.
When the graph G is d-regular, the Wilf
theorem indicates that y (G) < d + 1, which
Proof. We prove this by induction on n. When n = 1, the bound obviously is tight in this case.

holds. When n > 2, choose a vertex v with the smallest degree. Therefore,
deg(v) < dave < /JI(G)

Let H be the graph induced by V' \ {0}. By induction hypothesis, we have
x(H) < | (H)] + 1. By the Cauchy interlacing theorem, we can further
yield that

x(H) < lm(H)] +1 < [n(G)] +1.

Note that the number of neighbors of v is no larger than y; (G). Therefore,
Lp1(G)] + 1 colors are enough to construct a proper coloring. O

2 Sensitivity Conjecture

2.1 Boolean Function and Its Sensitivity

Let f: {-1,1}" — {0, 1} be a boolean function. We can use a decision tree
to describe f and the depth of the tree measures the complexity of f. For
example, consider the function f that f(x) = 1iff x(1) = x(2) = 0. The

decision tree for this function is

x(1)
0 1
x(2) 0
0 1
1 0
1, if (3;x(i)) mod2=1
In contrast, when f(x) = , the depth of the

0, o.w.

decision tree is n, which means the function is much more complex.

There is another way to measure the complexity of f. We can find a
polynomial p such that p(x) = f(x) for any x € {—1,1}". Larger degree of p
indicates that f is more complex.

For every x € {—1,1}", let

s(fix)=Hil f(x) # fxe}

where x @ i means flipping the i-th bit of x. The sensitivity of f is defined
as s(f) = maxye(_11}~ s (f,x). Just as indicated by its name, this quantity
reflects the sensitivity to perturbations of f.
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Similarly, we can define block sensitivity. Define bs(f, x) as the maxi-
mum number ¢ of disjoint subsets By, ..., B; C [n] such that f(x) # f(x @

B;) for every i € [t]. The block sensitivity of f is bs(f) := maxye (11}~ bs (f,%).

Obviously, s(f) < bs(f).

2.2 Sensitivity Conjecture

The sensitivity conjecture states that there exists positive constant ¢ such
that bs(f) < (s(f))°. In other words, bs(f) and s(f) are equivalent in a
polynomial sense.

Let Q, be the n-dimensional hypercube?. In the work of [?] this conjec-
ture has been reduced to the following proposition.

Proposition 4. For any induced subgraph H of Q,, with 2"~ + 1 vertices,

A(H) > v/n3

Hao Huang gave a remarkable proof of the above proposition and hence
the sensitivity conjecture.

Ap_q I

_An—l
A2 = nl. This can be proved by induction. When n = 1, it is trivial to have
A?=IForn>2,

Proof. Let A; = for n > 2. We claim that

1
and A,, =
ol "

:
Any I

I _An—l
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A: 4] 0

A% =
0 A: 41

n

=nl.

This indicates that the eigenvalue of A, is either v/n or —y/n. Note that
the trace of A, is 0. Therefore,

Al == /12n71 = '\/E and A2n7]+1 == Azn = —\/ﬁ.

It can be verified that A, is a signed adjacent matrix of Q,. That is,
An(x,y) # 0indicates that Q,(x,y) # 0and A,(x,y) € {0, £1}. Pick the
columns and rows in H, we can get a principal submatrix of A,, denoted as
An(H). Then we have A(H) = ||Ay(H)|lo = 41 (An(H)). By the Cauchy
interlacing theorem, A; (A,(H)) = Ayn-1(A,) = +/n. This completes the

proof. O

? A hypercube Q,, = (V,E)is
agraphwithV = {0,1}" and
E={{x,y} | x =y @i for some i}

* A(H) is the maximum degree of H.

The 271 +1 vertices can not be reduced any
more in Proposition 4. Note that hypercube
is bipartite. So there exists an independent
set with 271 vertices in Q.
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